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Abstract— A novel partial parallel decoding scheme based on the still a considerable number of logic gates are used to chahge

matrix structure of LDPC codes proposed in IEEE 802.15.3c ad IEEE

802.11ad standards is presented that significantly simplés the routing
network of the decoder, and the class of parity-check matries for which
the method can be used is defined. The proposed method resulis
an almost complete elimination of logic gates on the routingnetwork,
which yields improvements in area, speed and power, with andentical
error correction performance to conventional partial-parallel decoders.
A decoder for the (672,588) LDPC code adopted in the IEEE 8025.3c is
implemented in a 65 nm CMOS technology including place & roué with
both proposed permutational decoder, and conventional paral-parallel

architecture. The proposed permutational LDPC decoder opeates at
235 MHz and delivers a throughput of 7.9 Gbps with 5 decodingtérations
per block. The proposed permutational decoder has a througput 30%
higher and is approximately 24% smaller than the conventioml partial-

parallel decoder.

|I. INTRODUCTION

configuration of routing network between cycles. In [14] xalder
supporting four LDPC codes in IEEE 802.15.3c requires 63,16
multiplexer inputs for the routing network.

In this work, a new decoding scheme based on the matrix sheict
of LDPC codes proposed for IEEE 802.15.3c and IEEE 802.11ad
standards is presented. This new method results in almasplete
elimination of logic gates on the routing network of the dde
and provides significant improvements in area, throughpdtpower,
with no degradation in BER performance. The scheme is based o
the layered belief propagation (LBP) algorithm [15], whiafproves
the speed of convergence by a factor of two compared to regula
belief propagation decoding [16]. The class of matrices viwich
the decoder can be used is described, and the proposed siheme
implemented in 65 nm CMOS technology including place & route

Low density parity check codes (LDPC) were first introduced bfor the (672,588) LDPC code adopted in IEEE 802.15.3c stahda
Gallager in 1962 [1]. Their superior error correction penfiance and Finally, the results are compared to a conventional papidahllel

highly parallelizable decoding algorithms have resulteedoption in
many recent communication standards, including 10 Gidzathiernet
(10GBASE-T) [2], digital video broadcasting (DVB-S2) [0 GHz

decoder designed for the same code.
The paper is organized as follows: Section 2 describes trexdd
belief propagation algorithm with Min-Sum; Section 3 irduzes the

Wi-Fi (IEEE 802.11ad) [4] and 60 GHz WPAN (IEEE 802.15.3c). [5 generalized set of parity-check matrices for which the roétban be

However, LDPC decoders exhibit high interconnection canxipy,
which presents challenges for efficient hardware impleatéris
that meet throughput requirements of emerging commuricagiys-
tems [6]. LDPC decoding architectures can be divided into tmain
categories: full-parallel and partial-parallel.

In full-parallel decoders, every processing node is imm@etad in
hardware and these nodes are connected through global basesl
on the parity-check matrix [7]. They have the highest thecak
throughput [8], but the global interconnection complexiggsults in
low hardware utilization, high circuit area and lower thamptected
throughput improvements [9]. Consequently, these desoder not
widely used unless very high throughputs are required.

In partial-parallel architectures, a subset of check noded
variable nodes of the parity check matrix is implementeddrdivare,

utilized; Section 4 presents a detailed description of dempscheme
and its properties; Section 5 proposes the hardware impltatien

of the decoding scheme on (672,588) code used in IEEE 8@&2.15.
standard and the comparison of the results; Finally, Sedi@on-
cludes the paper.

Il. LAYERED BELIEF PROPAGATIONDECODING

An LDPC code is uniquely defined by a binad/ x N parity
check matrixH. The number of rows in the matriXx\/, is equal to
the number of check nodes in the decoder, the number of cauin
is the number of variable nodes, and the 1's in the matrixrdete
how check nodes and variable nodes are connected. In htaizon
layered decoding, the parity check matrix rows are dividetb ia
number of layersY, and the variable node messages are updated

and by employing memory units and changing routing networdfter processing each layer during one iteration. In thiskyiayered

between nodes, the update stage for different partitionthefmatrix
are processed. Adjusting the interconnection network féergint
partitions is achievable by utilizing Permuter network®][1or in
general a network of muxes [11]. The objective of these netsvis

scheduling with normalized Min-Sum [17] as the update puoce
in the check nodes is utilized.
The following definitions are used throughout the paper:
A; Log-likelihood ratio of channel informatiora(priori value) for
j-th variable node.

to change the path of every bit of messages transmitted batwe
check nodes and variable nodes in different cycles. Thezefa 1%
significant number of muxes is required, which results inlastantial Qij
hardware overhead, and a considerable power dissipatien tou Qj
constant toggling over cycles. Additionally, since thesexas are

Message from check nodeto variable nodej.

Message from variable nodeto check node.

Sum of check node messages and channel information in vari-
able nodej (a posteriori probability ratio).

in the critical path of the signals passing through decodetecline The set of variable nodes connected to check noiiedenoted by

in the throughput is observed.

Alleviating the interconnection complexity by improvingni
plementation techniques based on properties of structwi2BC
codes [12], or improving the switching networks in generaB][

has been a constant field of research in recent years. However

V(4), and this set excluding variable nodeis shown byV (i)\j.
The decoding algorithm is summarized in the following steps

1) Initialization: @; values are initialized by the log-likelihood
ratio of channel informationX;), and all the messages between
check nodes and variable nodes are set to zero.



2) Processing of layers. Assume Lo, L1,...,Ly_1 to be the g i CB: 8 ::ayer;
layers of the matrix, then for every decoding itera- H=|cp A B L:z::3
tion: B C D Al Layer4

for k=0:(Y —1)do ()
for ¢ € check naflgs=of); €aR;;(oia) (1)
Rij = Sfactornms x H sign( Q) (2 Mapping (MP): ﬁ;‘i‘t
§EV()\J 12 3 4
X  min i1 b
Lamin (|Qy) Q
Qi = Qij + Rij ©) Layer1 [A B C D]
end for Layer2 [D A B C]
end for

Where R;;(1q) represents the stored value &f; from pre-
vious iteration andS factorars is the correction factor for
the normalized Min-Sum. By storing;;,;4) values in check

nodes and passin@; values through them in each cycle, all

the processing for this step can be done in check nodes.
3) Syndrome check and Termination of Decoding: Based on@;

values in every step, the estimated bits for the output are

generated by variable nodes based on the following:
if Q: <0

Ty = L .
{0, if Q; >0
If the estimated bits satisfy all the parity check equatjams

(4)

e

Layer3 [C D A B]

ST

Layer4 [B C D A]

S

Layer1 [A B C D]
(c)

Inverseof 1.2 3 4

-1y.
MP (MP™"): 5T
(d)
Fig. 1. A simple matrix with permutational structure: (a)elmatrix defined

by its layers and column groups; (b) a valid mappind P is valid from layer
1 to layer 2); (c) a permutation of layers mapped/yP implying matrix in

the number of iterations exceeds a predefined maximum valyg is permutational; (d) The inverse 8t P which is used in designing the

(Imaz), then the decoding is terminated.

I1.
As mentioned earlier, in layered scheduling tii& matrix is

PERMUTATIONAL PARITY CHECK MATRICES

proposed decoder for matrix in part (a).

(672,504) and (672,588) codes proposed in IEEE 802.11a&i Wi

divided into a number of layers;. Each of these layers contains aln the next section, it is shown that a new partial-paralletating

certain number of check node/; (i.e. M; = M/Y’). Furthermore,
assume any particular partitioning over the columns of tregrix

scheme (called Permutational LDPC decoding here) can teajmd
for these matrices that significantly simplifies the routimegwork of

dividing them intoU groups of N. columns. Each of these columnthe decoder, by eliminating almost all the gates on the ndtwo

partitions are called acolumn group here. Additionally, assume

Submatriz(l, c) to be the submatrix in layef and column group

c. Figure 1 (a) shows an example parity check matrix with 4 igye

and 4 column groups. For this matrifubmatriz(1, 1) is shown by
A.

A. Valid Mapping
A mapping from the column groups of layér to column groups
of layer L, is calledvalid if it has the following two properties:
1) It is one-to-one,
2) It maps every non-zero submatrix in layBf to an equal or
an all-zero submatrix in layek,

Figure 1 (b) shows a mapping thatvalid from layer 1 to layer 2
of the matrix in part (a).

B. Permutational Matrix

For a parity check matrix, if a permutation of layers shownm®y
= (Lo, L1, ..., Ly _1) and a mapping// P exists such that:

1) Vk € {0,...,Y — 2} : M P is valid from layer Ly, t0 Ly41,

2) MP is valid from layer Ly _ to layer L.
then the matrix is calledPermutational with valid mapping M P.
Figure 1 (c) shows that the matrix in part (a) is permutatiomith
valid mapping of part (b).

The definition of permutational parity check matrices cewemwide
range of codes, including (672,336), (672,504) and (68),280PC

IV. PERMUTATIONAL LDPC DECODING

In the proposed method, the V-to-C and C-to-V routing neksor
are hard-wired based on one of the layers in the parity-cheatix.
Then the V-to-C routing is coupled with another fixed wiringtwork,
performing a constant shift over messages from variableesiod
Although the physical routing network has no change oveedift
sub-iterations, the shift in the variable node messagesiuges
different decoding process, matching to different lay@tse method
is explained in details in this section.

For a permutational parity-check matrix witi x M; rows and
U x N. columns, the architecture of the general permutational CDP
decoder is shown in Figure 2. The number of implemented check
nodes are the number of rows in a layer (i.&f;), and the number
of implemented variable nodes are the overall number of moki
in the matrix (i.e.,U x N.). The original routing network between
check nodes and variable nodes is hard-wired based on tlke lay
with highest row degreel...., and the coupled shifting network is
implemented based on the inverse of valid mapping definedatnm
(Mapping~1). In the first iteration, the variable node output signals
are initialized by the log likelihood ratio of channel infoation.

In order to explain how the decoding process works, the chi
ture for the permutational parity-check matrix in Fig. 1 to®n in
Fig. 3. For this matrix, since the row weights are the sameafbr
layers, there is no preferences in choosing the implemelatest in

codes adopted in IEEE 802.15.3c (WPAN) standard and (682,33hardware, and layer 4 is chosen arbitrary. The shifting oetws
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Fig. 2. The schematics for general permutational LDPC Decod

based on the inverse of mapping in Fig. 1 (b), which is shown
Fig. 1 (d) as well.

In Fig. 3 Ej is the registered output from variable noge and
Fy..(n.—1) represent the vector of; values from firstV. variable
nodes. Signals after the shifting network are denotedshyand G;
signals contain results from check nodes after check noodeepsing
is finished @Q; in equation 3). Table | shows how th@; values
corresponding to different column groups in the matrix ig.Fi part
(a) change over time and in location in four sub-iteratiofishe
first decoding iteration, and how they are updated by chedesio
For instance, following?; values for firstN. columns (first column
group) can be summarized in these steps:

1) Sub-iteration O: In initialization step, Qq..(nv.—1) Vector is
initialized by log-likelihood ratio from channel informan, so
Fo. . (No—1) = Ao.(Ne—1),

2) Sub-iteration 1:

a) shifting network results in movement of data correspon
ing to column groups, consequentlysy,. . n.—1) =
Fo. (Ne=1) = Ao.(Ne—1)>

in Qo..(v.—1)'" to check nodes through B is the proper
configuration in layer 2. Examining other column groups
shows that layer 2 is processed properly in current sub-
iteration. Qo (n.—1)? are generated i, (3n. 1)
and are sent to variable nod2$/. to 3N, — 1,
4) Sub-iterations 3 & 4: Layers 3 and 4 get processed properly in
following two sub-iterations. At the end of fourth sub-&&pn,
all four layers are processed and one decoding iteration is
complete. Furthermore, at the end of fourth sub-iteratibe,
first N. variable nodes in the architecture represent the first
N. columns of the matrix. Therefore the generated bits from
variable nodes are in the correct order. By registering the
outputs at the end of this sub-iteration, no shifting is meed
for output bits.

In general, the decoding process in the proposed schenis fiar
each iteration with layef., for which M is valid from L, t0 L1.
Gfterward, layerL» gets processed for which/ is valid from L; to
L. The last layer that gets processed in a decoding iteragifm, ...,
for which the output bits are registered. The only disadagetof

b) The S; signals are transmitted to check nodes througthe proposed architecture comparing to the original lagseiecoding

connection matrix based on layer 4. Sy, .. (an,—1)
(= Xo..(v.—1)) are fed to check nodes through submatri
A, which is the proper connection matrix ot (v, —1)
in processing of layer 1. Othex; values are connected

partial-parallel architecture is that the syndrome cheek oot be
xlone after processing each layer. Without adding extraclamishift
back the output bits to their proper place, syndrome checkardy
be done at the end of one complete iteration.

to check nodes based on layer 1 as well. As the result, Although the shifting ofQ; values is done in hardware, fdk;j
layer 1 is processed properly in first sub-iteration, andalues shifting is not necessary, since registering is dioside every

the updated®;’s for first N. columns are produced at
G3n...(an.—1)- These signals are transmitted to |dét
variable node units in the architecture. 1@}V represent
Q; after layer 1 is processed,

3) Sub-iteration 2:

a) After direct registering of variable node outpu@g(l)
values corresponding to firg¥. columns are registered
in Fsn,..an.—1)- The fixed shift based on inverse map
ping is done again, s6:n,..(3n.—1) = F3n...(an.—1) =
Qo (ve—1y M.

b) Son...sn.—1) are transmitted to check nodes based on

check node separately. Overall, by using a constant rout@tgork,

the movement between layers is managed without using ams.gat
The only gates that should be used in the routing network@réne
column groups which have irregularity in the matrix struetuAlso

It should be mentioned that the complexity of the routingaek is

not changed dramatically. The shifting network and the eation
network based on matrix are in series, so they can be assumed a
one overall shifting network, comparable to any other \ctmuting

network in conventional partial-parallel decoders, buthwio gates.

V. CMOS IMPLEMENTATION FOR(672,588) LDPQcODE

submatrix B, but in this sub-iteration these signals con- In this section, the permutational decoder for the (672,283PC
tain values corresponding to first column group. Passingpde proposed in IEEE 802.15.3c standard is implemente® imn®



Nex b § v v v
Variable nodes Variable nodes Variable nodes Variable nodes
0..(N,1) N, .. (2N-1) 2N, .. (3N,-1) 3N, .. (4N-1)
I I
Ngx b [* s 2 | Clk
1’:0.. (N,-1) lFNC.. (2N,-1) J'Fch.. (3N,-1) ‘|'F3Nc..(4NC—1)
Hard-wired Shift
network based on MP ™"
— So.. (Ny-1) ] SNC.. (2N,-1) | 32NC..(3NC-1) | S3Nc..(4NC—1)
Network Network Network Network
CN 1
: based on based on based on based on Hard-wired
[ CN M1-1 |<—> B < o a Routing network
Gy.. (Ny-1) GNC.. (2N,-1) | G2NC.. (3N,-1) Gch.. (4N,-1)

Fig. 3. The schematics of a permutational LDPC Decoder ferrttatrix defined in Fig 1 (a)

Sub-iteration Phase of Q; of first Q; of second Q; of third Q; of fourth Sub-iteration
number Process N, columns N, columns N, columns N, columns Result
0 Initial Value A0..(Ne—1) AN, ..(2N,—1) A2Ne.(BNg—1)  A3N,..(AN.—1) -
Location inF 0..(N. — 1) N...2N.—1) 2N...3N.—1) 3N...(dN.—1)
1 Location inS 3Nc..(4N. — 1) 0..(Ne — 1) Nc..(2N. —1)  2Nc..(3N. —1) Layer 1
Eff. Conn. Mat. A B C D is
Location inG 3Nc..(4N. — 1) 0..(Nc— 1) Nc..(2N. —1)  2N...(3N.—1) processed
Location in F 3Nc..(4N. — 1) 0..(Ne — 1) Nc..(2N. —1)  2Nc..(3N. —1)
2 Location inS 2N¢..(3N. —1)  3Nc..(4N. —1) 0..(Ne — 1) Nec..(2N: — 1) Layer 2
Eff. Conn. Mat. D A B C is
Location inG 2N¢..(3N. —1)  3Nc..(4N. —1) 0..(Ne — 1) Nec..(2N: — 1) Processed
Location in F 2Nc..(3N. —1)  3Nc..(4N. —1) 0..(Ne — 1) Nc..(2N. — 1)
3 Location inS N¢..(2N. —1)  2Nc..(3Ne—1)  3Nc..(4N: — 1) 0..(Nc. —1) Layer 3
Eff. Conn. Mat. C D A B is
Location inG N¢..(2N. —1)  2Nc..(3Ne—1)  3Nc..(4N: — 1) 0..(Nc.—1) Processed
Location inF N...2N.—1) 2N...3N.—1) 3N...(dN.—1) 0..(N. — 1)
4 Location inS 0..(Ne — 1) Nc..(2Ne —1)  2Nc..(3Ne —1)  3Nc..(4N: —1) Layer 4
Eff. Conn. Mat. B Cc D A is
Location inG 0..(Ne — 1) Nc..(2No —1)  2Nc..(3Ne —1)  3Nc..(4N: —1) processed
TABLE |

THE TABLE FOLLOWSQ]‘ VALUES CORRESPONDING TO COLUMNS OF THE MATRIX INFIG. 1 AS THEY CHANGE LOCATION IN DECODER OFFIG. 3 IN
DIFFERENT SUBITERATIONS, SO THAT IN EVERY SUB-ITERATION THESE VALUES ARE FED TO CHECK NODES THROUGH PROPERONNECTION MATRIX,
AND ALL FOUR LAYERS OF THE MATRIX ARE PROCESSED IN ONE DECODIG ITERATION

25 26 27 28 29 30 31 32
- - - [4Jtof19]5J10]--T-

] in hardware for this code. The V-to-C and C-to-V routing neitks

DSOS SeSs >0 are based on the connection matrix of layer 4, which has tlye$a
2[5T0[18T16J07[18]16] - . [5[4T10[19]16]10 - [- row degree. Before the V-to-C routing network, a constarittisl
3|6|5|01(18]|16|/0 |7 |18 . . 19(5 (4 |10]17|19[10] - . . . . . .
s8] 650 [8[16] 07 1011915 2 17 1771910 network based on the inverse of valid mapping in Figure 4 is

utilized. The variable node messages are initialized byctennel
information, and after every 4 cycles, one iteration of dkog is

Fig. 4. A valid mapping defined for the parity-check matrix tbe IEEE done

802.15.3c (672,588) LDPC code; The mapping and the periontét,2,3,4)
demonstrate that the matrix Rermutational. The layout for the proposed decoder is shown in Fig. 5. Table |
compares the implementation results with a conventionatigta
parallel decoder with the same number of implemented chedes
CMOS technology, and the results are compared to a convexitioand variable nodes. It should be noted that the only difiegen
partial-parallel decoder for the same code. The parityckhmeatrix of between the proposed decoder and conventional partialigiade-
the code has/= 84 rows,N= 672 columns, and can be divided intocoders is in the routing network. Therefore, there is no degtion

Y= 4 layers and/= 32 column groups. Figure 4 shows the matrin the BER performance of the decoder.

and a mapping that is valid over the sequence of layers 2,58m  The savings in the proposed method are the result of reducing

the definition, the parity-check matrix is permutational. the number of gates used for adjusting interconnection owtwo
Based on the general architecture of the permutationaldégda different layers. In the partial-parallel architecturayeo4:1 mux is

Figure 2, 21 check nodes and 672 variable nodes are impleshentised for every pin of every check node, resulting in ove2atl 21 x



ASSCC'10 [14] ISCAS’'11 [18] CICC'07 [8] Regular partial-rélel Proposed
Architecture Architecture
CMOS fabrication process 65 nm 65 nm 048 65 nm 65 nm
Code Length 672 672 660 672 672
Supported Code rates 1/2, 5/8, 3/4, 718  1/2, 5/8, 3/4,13/16 .73 0 7/8 7/8
Input Quantization (bits) 6 5 4 6 6
Gate count() 647 - 690 138 125
Core area (mm) 1.562 1.3 7.3 0.891 0.718
Maximum clock frequency (MHz) 197 150 300 180.2 235
Maximum lteration Count Iqz) 5 15 15 5 5
Throughput @Inmq. (Gbps) 5.79 3.08 2.44 6.05 7.9
TABLE Il

COMPARISON OF RESULTS OFPERMUTATIONAL LDPC DECODER AND OTHER DECODERS

Fig. 5. Layout implementation of proposed decoder for (688) code
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