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Modern applications increasingly require the computation of DSP
workloads comprised of a variety of numerically-intensive DSP
tasks.  These workloads are found in communication, multime-
dia, embedded, and wireless applications, and often require very
high levels of computation and high energy efficiency.

The Asynchronous Array of Simple Processors (AsAP) uses
processor cores with small instruction and data memories to dra-
matically reduce area and power while increasing performance.
Fig. 23.6.1 shows the architecture of an individual AsAP proces-
sor and the 6×6 array contained on the chip.  Data enters the
array through the upper left processor and exits from one of the
right-column processors.  Each processor has a simple RISC-style
design with a nine-stage pipeline, detailed in Fig. 23.6.2, and con-
tains two input ports, one output port, and a local clock oscillator.
The 16b fixed-point datapath includes a 40b accumulator and
executes 54 32b instructions, among which only the bit-reverse
instruction is algorithm specific.

Memories in modern programmable processors typically consume
large amounts of area and power, and frequently contain the crit-
ical path.  Therefore, energy efficiency and speed can be dramat-
ically increased with small memories.  Two reasons make it pos-
sible to use very small memories in DSP processors.  First,
although it is possible to write code that requires large amounts
of data and instruction memory, Fig. 23.6.3 shows that many
common DSP tasks do not require large memory sizes.  Second, a
system with many processors can use individual processors or
groups of processors to compute individual tasks and intermedi-
ate data can be transmitted between processors with a small
memory requirement.  Fig. 23.6.3 illustrates this fine-grain
streaming processor approach.  AsAP processors contain a
128×16b data memory and a 64×32b instruction memory, and
easily contain many DSP tasks.

Each AsAP processor contains an independent clocking system
including its own clock oscillator.  The maximum clock tree span
of less than 1mm in 0.18µm CMOS greatly simplifies the design
process.  The programmable ring oscillators are built from stan-
dard cells and change their frequency through parallel tri-state
inverters in each stage, a 5 or 9-stage configuration, and a divider
that ranges from 1 to 128, as shown in Fig. 23.6.4.  Processors are
clocked asynchronously with respect to each other and clocking
circuits permit oscillators to operate at any frequency less than
the maximum, as well as allowing arbitrary bursts and stalls.  

The Globally Asynchronous Locally Synchronous (GALS) archi-
tecture and oscillator design enable each processor to completely
power down (leakage only) if no work is available for nine clock
cycles. When work becomes available, the clock is restored in less
than one cycle. Clock stalling typically reduces power by more
than 50% for complex applications. This clocking strategy also
enables frequency adaptable operation to reduce power and to
compensate for process and workload variations.  The measured
oscillator frequency covers a wide range from 1.66MHz to
702MHz. The maximum gap between useful samples (from
1.66MHz to 500MHz) is only 0.08MHz.  To simplify the physical
design, clock gating was not used in this prototype, and almost
2/3 of the power dissipation is due to the clocking system—so the
future addition of clock gating is expected to greatly reduce power
consumption.

Processors communicate only with adjacent processors to permit
full-rate communication with low energy.  Movement of one data
word from one processor’s memory to an adjacent processor’s
memory requires only 220pJ at 1.8V or 68pJ at 0.9V. Each proces-
sor can receive inputs from up to two adjacent processors, and
can send output to any dynamically-configurable combination of
its four neighbors through software.  

Communication across clock boundaries is accomplished by 32-
word dual-clock FIFOs.  Fig. 23.6.4 shows the configurable syn-
chronization registers and gray coding of read and write address
information circuits that avoid metastability and permit reliable
operation with completely arbitrary clock operation in both send-
ing and receiving clock domains.

Figure 23.6.7 shows the first generation 36-processor standard-
cell-based AsAP chip implemented using TSMC 0.18µm CMOS.
Each processor occupies 0.66mm2 and processors nearly directly
abut each other.  The chip is fully functional on first-pass silicon
at 475MHz at 1.8V, and 116MHz at 0.9V near room temperature.
Average typical power is 32mW at 1.8V and 475MHz while exe-
cuting applications.  The maximum power is 144mW per proces-
sor at 475MHz, resulting in a maximum energy dissipation of
0.3mW/MHz.  At 0.9V and 116MHz, the maximum energy dissi-
pation is 0.093mW/MHz. As shown in Fig. 23.6.5, AsAP is at least
20 times smaller and at least 14 times more energy efficient than
other processors.  A comparison of area utilization shows that
AsAP uses a favorable 66% of its area for the core processor.

Some complex applications have been programmed and meas-
ured on the AsAP chip.  The programs are lightly optimized and
unscheduled.  A nine-processor JPEG encoder core is shown in
Fig. 23.6.6 and dissipates 224mW and has a throughput of 215k
8×8 pixel blocks per second at a clock rate of 300MHz. This
throughput is more than nine times faster than implementations
built on traditional architectures [1].  A 22-processor
802.11a/802.11g transmitter is fully-compliant with the IEEE
standard over all eight rates [2] and contains additional upsam-
pling, filtering, and synchronization functions not required by the
standard. The transmitter dissipates 407mW and has a through-
put 30% of the 54Mb/s requirement at a clock rate of 300MHz.
This result compares well with a reported throughput of 1.7Mb/s
for a 24Mb/s rate on a TMS320C6201 [3].  A configuration test bit
allows clock oscillator stalling to be disabled, which shows that
oscillator stalling reduces JPEG power by 53% and 802.11a/g
power by 65%.
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Figure 23.6.1: AsAP block diagram. Figure 23.6.2: AsAP 9-stage pipeline.

Figure 23.6.3: Memory requirements for common DSP tasks and cascading task data
flow.

Figure 23.6.5: Area, power and performance of several processors scaled to 0.13µm. Figure 23.6.6: JPEG and 802.11a/802.11g transmitter implementations.

Figure 23.6.4: Programmable clock oscillator and inter-processor communication 
diagram.
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Figure 23.6.7: Chip micrograph of the 6××6 AsAP array.
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